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Abstract 

Expert witnesses using facial comparison techniques are regularly required to 

disambiguate cases of disputed identification in CCTV images and other photographic 

evidence in court. This paper describes a novel software-assisted photo-anthropometric 

facial landmark identification system, DigitalFace tested against a database of 70 full-

face and profile images of young males meeting a similar description. The system 

produces 37 linear and 25 angular measurements across the two viewpoints. A series of 

64 analyses were conducted to examine whether separate novel probe facial images of 

target individuals whose face dimensions were already stored within the database would 

be correctly identified as the same person. Identification verification was found to be 

unreliable unless multiple distance and angular measurements from both profile and full-

face images were included in an analysis.  
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Introduction 

In recent years the interrelated topics of identity and surveillance have regularly 

been features of the political and news agenda. Widespread instances of identity fraud 

have led to the implementation of preventative measures such as biometric passports and 

identity cards. Additional crime reduction initiatives have also resulted in the increasing 

presence of Closed Circuit Television (CCTV) systems. Both types of image are often 

used within the criminal justice system for identification purposes, with cases resting on 

whether a suspect is the individual depicted. Offenders often confess if presented with 

this type of evidence. However, when cases depend on disputed identification in 

photographs, there are various approaches to resolving the issue, and in the UK specific 

guidelines have been issued by the Attorney General [1]. 

Witnesses who know a defendant personally can testify as to identity from 

photographic evidence and research has regularly found that recognition of highly 

familiar faces in CCTV images is reliable, even if quality is poor (e.g., [2,3]). Juries can 

also be encouraged to conclude that images depict the defendant and in the UK, if images 

are ‘sufficiently clear’, no other form of identity evidence is required. Jurors and most 

police officers will be unfamiliar with a suspect and even with high-quality images and 

with no memory demands, the simultaneous identification matching of unfamiliar people 

is susceptible to error, resulting in high levels of confident false positive and negative 

decisions [2,4,5]. Furthermore, the presence of the target in person does not increase the 

safety of this type of matching judgment [6,7].  

Experts in face structure may also provide opinion evidence of identity from 

examination of evidential images. Commonly known as facial comparison or facial 

mapping, this type of evidence is admissible worldwide (e.g., [8]; India: [9]; Italy: [10]; 
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South Africa: [11]; USA: [12,13]) and in the UK more than 500 court reports of this type 

are prepared per annum [14]. Practitioners often use a combination of three approaches to 

facial comparison:  

With Morphological comparison, facial features are graded by shape and size into 

discrete categories (e.g., [10,12,15]). It is probably the most effective technique with 

images of poor quality or from different viewpoints, as prominent individuating features 

remain visible. However, features may possess elements of more than one category, are 

on the boundary between two, or are unclassifiable. Furthermore, statistical analyses can 

only be conducted at a nominal level, meaning that discrimination of faces possessing 

similar characteristics will be problematic. Furthermore, features that successfully 

discriminate one population from a specific geographical region may not individuate 

those from another [16]. 

With photo-anthropometry (e.g., [17-21]), proportional analyses of the distances 

and angles between anatomical landmarks in images are calculated and compared. 

Precise values can be acquired, allowing confidence assessment and parametric analyses. 

However, problems are encountered if images are not aligned or facial expressions differ, 

and therefore a combination of photo-anthropometry and morphological comparison 

techniques may be of most use for examining two facial images [22].  

Finally, with superimposition (e.g., [23-25]), one image is projected over another 

in order to highlight facial similarities, or more saliently, discrepancies as well as the 

possession, or the lack of facial symmetry. However, disambiguation can be hindered by 

viewpoint differences or style of presentation such as a slow fade. Superimposition using 

three-dimensional (3-D) images may be most successful when used in conjunction with 

anthropometry and morphological comparison. Yoshino and colleagues [24,25] 

demonstrated viewpoint-matched superimposition of 3-D facial images over traditional 
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camera images, allowing accurate identity judgments. Anthropometrical locations were 

marked on both images and software automatically extracted a two-dimensional image 

from the 3-D image for alignment with the camera photograph. Using reciprocal point-to-

point distances, the system was found to be 100% accurate at matching a database of 100 

disguised photographed faces with 3-D images of the same individuals. Other researchers 

(e.g., [26]) have found comparable rates of success using 3-D laser scans. 

Regardless of method, only proof of non-identity is possible. A single reliable 

difference has more weight than a multitude of similarities. Even if results suggest that 

two different images are of the same person, proof of identity cannot be established as 

fact. Furthermore, CCTV images are often of poor quality, with feature boundaries 

indistinct, obscured, in shadow or distorted. Posed identity photographs may not suffer 

from these problems, although source equipment discrepancies, brightness range, colour 

capture and reproduction can alter appearance. Camera and lens quality, distance, the 

nature and direction of lighting, blur, pixel resolution with digital images, and analogue 

tape quality must also be considered. Nevertheless, the greater the number of similarities 

between two images, the greater the likelihood of an identity match.  

Given these issues, it is perhaps not surprising that facial comparison has been 

criticized, particularly as two or more witnesses using similar techniques can come to 

opposite conclusions [14,27]. In the UK, judges [28] have called for the establishment of 

large scale facial measurement databases to calculate the likelihood that two different 

individuals possess similar face structures. Without this safeguard the court ruled that 

opinions could be regarded as subjective. However, practitioners often apply their 

techniques using hand-held equipment such as calipers and constructing such a database 

might be impractical.  
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Extensive literature has been published describing automatic face identification 

algorithms (e.g., [29-31]), some being more accurate than humans under optimal 

conditions at correctly identity matching or discriminating two different faces when 

tested against large databases. However, when viewpoint is incongruent, or images are 

filmed under different environmental conditions, accuracy of computer facial recognition 

systems is worse than human performance [32,33]. Future innovations may prove 

successful in eliminating or identifying potential suspects. However, human observers 

will probably continue to personally examine evidence before testifying in court.   

Some photo-anthropometrical measures have been published (e.g., [17-21]), as 

have reports detailing its successful application in real criminal trials (e.g., [8,12]). 

Nevertheless, this has mostly involved a limited set of measurements against nonexistent, 

or small facial databases, containing heterogeneous groups of people unlikely to be the 

subject of mistaken identifications. Kleinberg et al. [20] analyzed distance and angular 

measurements derived from a set of four landmarks on a database of 120 male police 

recruits, concluding that the use of this limited measurement set was less reliable for face 

discrimination than the application of morphological comparison techniques.  

Mardia et al. [18] analyzed a database of 358 young adult white male faces, 

captured in full-face and profile views taken in a controlled environment. Twenty 

distance and angular measurements between landmarks were collected. High correlations 

between all measurements highlighted limitations in face discrimination even with these 

extremely high-quality viewpoint-standardized images. Full-face and profile viewpoint 

analyses were conducted separately and if combined, as might be possible if multiple 

images were acquired in a real legal case, a more robust method may have emerged. 

Nevertheless, several successful prosecutions have been secured in Australia using a 

combination of techniques, including fewer than ten anthropometrical measurements [8].  
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For the current paper, a custom software-assisted facial landmark photo-

anthropometric identification system, DigitalFace was designed, and was evaluated to 

examine whether its application could be useful to the courts. With images displayed on a 

computer monitor, operators identify and save up to 38 facial landmark sites in full-face 

(anterior) view; and 14 landmarks in profile view, producing a database of 37 linear and 

25 angular measurements, more than the number used in previous published research. 

Repeated attempts by the same or different operators for reliability analyses are possible 

and DigitalFace can be used with any images taken from the same viewpoint, although it 

was specifically designed for full-face and profile images, such as police ‘mug shots’. 

Minimum acceptance criteria for identity determination were generated, tested against a 

database of 70 male faces meeting a similar description.  

Reliability of the system to identify two images (probe and target) as the same 

person and not to match a probe with a distracter in the database was examined. Match or 

mismatch judgements between items in the database were based on a converted distance 

in Euclidean space. The Euclidean space is an implementation of the concept of a Face-

space, in which the parameters derived by DigitalFace form the dimensions of the space 

[34,35]. Perceptual measures of facial similarity were also acquired of all pairs of 

database faces. Some had been prone to incorrect identification as the same person by 

human participants in previous matching experiments [6]. These experiments replicated 

scenarios that might occur when CCTV evidence has been acquired. Thus, circumstances 

were similar to cases in which expert witnesses might be requested to assist in 

determining identity.  

There were two criteria for a positive identification decision. Firstly, the probe 

and target measurements (proportional distances and/or angles) of two images of the 

same person should be closer in Euclidean space than the distance to any distracter. The 
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second, more rigorous criterion was that the distance between two images of the same 

person should additionally be less than that between all other pairs of images of two 

different faces. The latter meets court recommendations for testing against a relevant 

database to provide an estimate of the likelihood of other members of the population 

possessing similar attributes. The probe images were of eight young males taken three 

weeks after their target database photographs had been acquired. Hairstyle had slightly 

changed and there were minor viewpoint variations as might occur naturally even with 

posed passport photos. Features may be obscured or unclear in CCTV available from a 

crime scene and the specific choice of measurements in any facial comparison analysis 

will depend on availability. Therefore, a series of 64 separate analyses were conducted 

using alternative measurements, including angular only to assess viewpoint consistency.  

Method 

Materials 

The full-face and profile probe and target photographs were of eight volunteers 

recruited to a previous identity matching study [6]. All were male white European (aged 

18 – 22), of slim or medium/muscular build (72 – 95 kg, 1.70 - 1.92 m), clean-shaven, 

with brown or black hair, neither receding, nor below collar length. None had 

distinguishing facial marks or wore jewelry. The probe images were taken approximately 

three weeks after the target images. Photographs of 62 distracters meeting a similar 

description were also acquired. All volunteers adopted a neutral expression, while the 

photographs were taken from approximately 3m with a Samsung Fino 1O5OXL camera 

on full zoom loaded with black-and-white film. Photographs were scanned and 

transformed to BMAP files. 

For the perceptual measure of facial similarity, the target and distracter full-face 

photographs had been included with 30 others in an unpublished study in which 
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participants (n = 75) organized the 6” x 4” full-face photographs into categories based on 

perceived similarity. For efficacy, only 65 of the 100 faces were randomly sorted by each 

participant. The remaining 35 were provided to the next participant, together with 30 of 

the 35 sorted by the previous participant. There were no limits on category numbers and 

unique faces could be left aside as a single category. The number of categories produced 

by participants ranged from 4 to 53, with a median of 21 and a mode of 29. These data 

were entered into a 100 x 100 matrix showing the frequency with which each face was 

matched with another. A high frequency within a cell was indicative of high levels of 

facial similarity between two different faces. The highest cell frequency was 25 and 

3,050 of the 4,950 cells (61.6%) were empty. The mean frequency was 0.75 (SD = 1.64), 

26 pairs (.005%) were matched ten times or more, 111 pairs (2.24%), five times or more.   

Procedure 

Using the DigitalFace system, images were displayed on a 16” monitor screen 

with landmarks located four times with the system’s maximum zoom setting (zoom x 3), 

and four times on mid-zoom (zoom x 2). With full zoom, the distance between the pupils 

of the eyes on the screen was approximately 15 cm. With mid-zoom, it was 

approximately 10 cm, both larger than in real life. Throughout the process, DigitalFace 

provides a visual reminder of each landmark to be located, using its ‘common’ name in 

the order listed in Figure 1 for full-face views and Figure 2 for profile views (listed with 

anatomical nomenclature). Using a computer mouse, cross hairs are moved until the 

landmark is located and provisionally saved by clicking on the left mouse and confirmed 

by clicking on the right mouse. Landmark identification sometimes requires the use of a 

horizontal or vertical projected line. For instance, measurement of the width of the face is 

performed by initially selecting an internal landmark (i.e. top of upper lip, Figure 1, 

Location 13). From this, a line parallel to one connecting the inner eyes is projected onto 
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the screen for identification of the edge of the face at this vertical height (Figure 1, 

Locations 14 & 15). The procedure takes less than 5 minutes.  

Following landmark identification, DigitalFace automatically exports 14 angular 

and 25 distance full-face measurements and 11 angular and 12 distance profile 

measurements (in pixels) into a database. The technique required to measure the distance 

between a target point and the nearest point to it on any orthogonal base line is reported 

in Annex 1. Figures 3 (full-face) and 4 (profile) display the distance measurements, 

Figures 5 (full-face) and 6 (profile) the angular measurements. Those marked with the 

letter T denote transient measures (e.g., eyebrows; hairline) that are easily manipulated 

and might be inappropriate to rely on if there is a belief that an offender may have 

changed appearance.  

Outliers on each measurement more than 2 SD from the mean for that face, 

denoting location errors were removed from further analyses. Median values were 

retained. As is common with this type of procedure when the precise distance from the 

target to the camera is not known, distance measurements were expressed as ratios. In 

full-face view, the vertical proportions were ratios of a distance parallel to a line linking 

the inner eyes and the chin (Figure 3; vertical distance: F13). Horizontal ratios were 

proportions of the distance between the ears (Figure 3; horizontal distance: F8). In profile 

view, vertical ratios were proportions of the distance parallel to that between the chin and 

the upper ear (Figure 4; vertical distance: P3 + P5). Horizontal ratios were expressed as a 

proportion of the distance between the tip of the nose and the rear of the ear (Figure 4; 

horizontal distance: P9). Some distance measurements provided by DigitalFace overlap. 

For instance (Figure 3), the distance from the bottom of the nose to firstly, the bottom of 

the lower lip (F12), to secondly, the centre of the mouth (F11); and to thirdly, the upper 

lip (F10). Multiple overlapping measurements provide flexibility if features are obscured. 
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To avoid overlap, for the analyses reported in this paper, some distances listed in Figures 

3 and 4 were converted into new independent measures (Table 1). Thus, one new distance 

was that from the nose base to the top of the upper lip (FV2), a second, the upper lip 

height (FV3).  

A series of separate Euclidean Distance analyses were conducted. Included in 

each were one probe, the target and the 69 distracters (71 cases). All measures were 

standardized so that each was equally weighted and the squared Euclidian distance was 

computed between each pair of cases. The equation for squared Euclidean distance is as 

follows: 

( )
2

1
∑
=

−
v

i
ii YX , 

This is the sum across variables (from i = 1 to v) of the squared difference 

between the score on variable i for the one case (Xi) and the score on variable i for the 

other case (Yi). A squared Euclidean distance of zero is indicative of an exact match. A 

high distance indicates a weak relationship. There is no set maximum value as this is 

dependent on the number of variables, cases and measurement similarities.  

Results  

General interpretation of photo-anthropometrical analyses 

A series of 64 independent analyses were conducted. Each of the eight probe 

faces were separately included with the database faces (which included the target) to 

generate a proximity matrix, using eight different sets of measurements as might be 

necessary with evidence acquired in the course of a criminal investigation (Tables 2 – 9). 

Alternative measures might be preferred in different circumstances. Reported in each 

table is the squared Euclidean distance between each probe to the target of the same 
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person, as well as the distance between each probe to the nearest distracter in Euclidean 

space. If the probe-target distance was less than the probe-closest distracter distance, that 

probe is marked with a single star as this passed the primary criterion for a match. 

Columns without a star indicate a failure to match the two photographs of the same 

person and in a forensic investigation would result in a false negative identity decision.  

The mean squared Euclidean distance and standard deviation, as well as the 

maximum and minimum distances between any two different faces within the database 

are also reported1. The minimum value is associated with the secondary more robust 

criterion for identity decisions, being that the squared Euclidean distance between the 

probe and target should be less than that between any two database faces. If passed, 

probes are marked with a double star.  

In addition, the number of cases in each proximity matrix is listed in which two 

different distracters possessed a lower squared Euclidean distance between each other 

than that between each target and probe is listed. This denotes the number of false alarms 

potentially associated with each probe if identity judgments were decided entirely on that 

analysis. Finally, data from the perceptual facial similarity study are also included. This 

value is the number of participants who matched together the probe and the specific 

distracter closest in Euclidean space to the target. This provides an indication of the 

likelihood of a mistaken identification or false alarm by human observers, in that the 

higher the frequency, the closer the perceived physical resemblance.  

Analysis 1: Full-face angular measures only  

                                                 
1 Whereas the mean squared Euclidean distance across all items in the database remains consistent when 
the number of variables remains consistent, the maximum, minimum and standard deviation of the mean 
vary slightly as each probe exerts a different influence on the distribution shape. Those reported in Tables 2 
to 9 are the median value for each statistic across the eight analyses. The slight variation in minimum 
values did not influence any second criterion identity decisions.  
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Analysis 1, conducted using the 14 full-face angular measurements only (see 

Figure 5), provides an indication of the similarity of viewpoint between each target and 

its probe. On this test (Table 2), four probes (Probes 1, 2, 4 and 8) were closer in 

Euclidean space to at least one distracter than to their respective targets, indicating some 

viewpoint misalignment.  

 The lowest squared Euclidean distance between two different faces in the 

database, at 1.91 was closer than the distance between seven probes and their respective 

targets. Only Probe 6 (squared Euclidean distance = 1.49) passed both criteria for a 

match, indicative of a close consistency of viewpoint. 

Analysis 2: Full-face permanent distance measures only  

The second analysis assessed the 15 permanent horizontal and vertical full-face 

distance measures only (see Table 1). Four probes passed the secondary criterion (Probes 

2, 6, 7, 8), as the distance between each probe and respective target was less than that 

between the minimum for two different database faces (Table 3). Two probes (Probe 1 

and 5) were closer in Euclidean space to at least one distracter than to the target 

photograph of the same person, indicating primary criterion matching failures. Probe 5 

was also within the top 1% of highest frequencies in the perceptual similarity database, 

denoting an extremely high degree of appearance similarity. In a simultaneous matching 

experiment to video [6], 29.3% of participants had wrongly mistaken one of these two 

actors to be the other in video. As such, neither human observers nor the limited 

measurements described in Analysis 2 reliably discriminated between them.  

Interestingly, Probe 2 passed both matching criteria and yet in Analysis 1 (Table 

2) the viewpoint of this pairing was revealed to be the most misaligned.  

Analysis 3: Full-face permanent and transient distance measures only  
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In the third analysis, transient measurements such as those derived from eyebrows 

(see Table 1) were added to those used in Analysis 2. All probes passed the primary 

matching criterion (Table 4), demonstrating that the increase in measurements increases 

reliability and negates some of the viewpoint differences identified in Analysis 1. 

Nevertheless, five probes failed the secondary criterion for a match and in addition, some 

of the probes possessing the closest Euclidean distance to distracters had perceptual 

similarity ratings in the top 1%, meaning that these were most likely to be mistaken for 

one another by humans (Probes, 3, 4 & 8).  

Analysis 4: All full-face permanent, transient and angular measures  

Analysis 4 was conducted with the inclusion of all angular and distance full-face 

measures (see Table 1 and Figure 5). All probes passed the primary match criterion 

(Table 5). However, two failed the secondary criterion (Probes 1 & 3), indicating that 

even with the inclusion of all the full-face DigitalFace measurements identifying one 

individual from two images taken from this viewpoint could not be reliably established.  

Analysis 5: Profile angular measures only 

Analysis 5 was conducted on the profile angular measures only (see Figure 7) and 

was designed to establish a measure of closeness of viewpoint of each probe/target pair. 

Three probes passed the primary criterion (Table 6). None passed the secondary criterion. 

 Analysis 6: Profile permanent distance measures only  

Analysis 6 examined the distance measure data associated with the profile view 

photographs (see Table 1). On this analysis only one of the probes passed both criteria for 

a match (Table 7). Three failed both primary and secondary criteria (Probes 2, 7, 8). 

 Analysis 7: All profile measurements   

For the seventh analysis, the transient distance and angular profile measurements 

were added to those from Analysis 5 (see Table 1 and Figure 7). All probes passed the 
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primary criteria, with three passing the secondary matching criteria (Table 8), 

demonstrating that similar to the equivalent full-face analysis (Analysis 4), reliable 

discrimination was not possible using a single photographic viewpoint. 

Analysis 8: All full-face and profile permanent and transient measures   

All profile and full-face permanent, transient and angular measurements were 

included in Analysis 8. All probes passed both the primary and secondary matching 

criteria (Table 9). This procedure could only be followed in a forensic investigation if 

images from different viewpoints were acquired. 

Discussion 

The findings of the photo-anthropometrical analyses using the DigitalFace 

landmark identification system illustrate that caution is required if deciding whether two 

different photographs depict the same person. Even when all distance and angular 

measurements were included in full-face view, and separately with all measurements in 

profile view, there were a number of failures to match on the robust secondary criteria 

that the Euclidean distance between a target and a probe should be less than that between 

any two different database faces. Correct categorization only occurred when both full-

face and profile viewpoints were analysed together. However, in many real cases only a 

single limited view of the offender would be obtained.  

The images were posed in a manner acceptable for identity documents and 

although viewpoint in images of the same person did not exactly match, the high 

photographic quality allowed for the optimal measurement of a large number of distance 

and angular measures in both full-face and profile views. Few evidential images, 

particularly those obtained from CCTV would afford such fine detail and the use of the 

same camera for probe and target images as in this research will tend to exaggerate 

performance when compared with most real cases. Indeed, with low-resolution or unclear 
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images such as if the subject is sited some distance from the camera, features are 

obscured, or viewpoint is not matched, landmark identification would be more 

problematic, limiting the number of measurements and increasing error likelihood. And 

yet, cases have progressed in court with experts reporting on the use of far fewer 

measurements applied to images from a single viewpoint.  

Thus, these analyses highlighted difficulties involved in photo-anthropometry due 

to the commonality of facial proportions, among even this small database. There have 

been calls for the establishment of large-scale databases of facial measurements in order 

to assess the safety of facial comparison techniques [28]. Criticism could be directed at 

the limited size of the database of 70 faces. However, the homogenous inclusion criteria 

ensured that all distracter faces met the same basic physical description. An increase in 

database size would probably result in more faces possessing similar facial dimensions, 

increasing the potential for error. Alternative databases would be necessary if the system 

was to be applied to those of a different ethnicity, age group or gender. It may also be 

possible to apply alternative novel statistical techniques [36]. Furthermore, Yoshino and 

colleagues [25] have suggested that a database of 3-D images, and associated facial 

measurements could be routinely obtained in a similar manner to police mug-shots. In 

conjunction with both morphological comparison and anthropometric analysis, an 

accurate assessment of identity might be achieved against this database, if, using 

superimposition techniques, an extract from a 3-D image could be accurately aligned 

over evidential images.  

Reliable differences between the faces in the posed images obtained for this 

research meant it was possible to confidently state that they did not depict the same 

person. However, measurement differences do not necessarily indicate different people, 

as viewpoint may not be aligned or appearance may have changed, perhaps caused by 
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hairstyle, aging or cosmetic surgery. Expert witnesses would probably only be asked to 

apply their techniques when images were impoverished in some manner. Indeed, under 

UK law, an expert should only be called to present evidence if a task is beyond the 

expected skills or experience of a judge or jury [37]. If images were of such high-quality 

as those used here, a jury would probably be invited to make their own unaided visual 

comparison, a potentially unreliable procedure [5-7]. 

In conclusion, the use of the DigitalFace system provided some assessment of the 

likelihood of occurrence of people with similar facial characteristics. If presented in 

court, it would be possible to provide an objective opinion as to identity. From a forensic 

perspective the number of measurements included in these analyses was higher than 

would often be obtained in real cases, due to the high quality of the photographs. 

Furthermore, in many cases, only frontal or profile views would be obtained, not both as 

reported here, highlighting the need for caution, when attempting to ‘prove’ an identity 

match beyond reasonable doubt.  
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Table 1: List of converted distances, the codes refer to measures listed in Figure 3 and 4.  

Full-face distance measures 

Permanent horizontal distances 

FH1 Inner eyes distance (F1) FH2 Nose width minus inner eyes (F2) - (F1)  

FH3 Mouth width minus nose width (F3) - (F1/2) FH4 Inter-pupil distance minus mouth (F4) - (F1/3) 

FH5 Outer eyes minus inner-pupil (F5) - (F1/4) FH6 Width at upper lip height minus eyes  (F6) - 

(F1/5) 

FH7 Width at nostril height minus upper lip height 

width (F7) - (F1/6) 

FH8 Distance between ears minus width at nostril 

height (F8) - (F1/7) 

Permanent vertical distances 

FV1 Eyeline to nose base (F9) FV2 Nose base to upper lip (F10 – F9) 

FV3 Upper lip height (F11 – F10) FV4 Lower lip height (F12 – F11) 

FV5 Chin to lower lip (F13 – F12) FV6 Right ear height (F14) 

FV7 Left ear height (F15)   

Transient distances 

FTV1 Eyeline to hairline (FT16) FTV2 Head top to hairline (FT25 – FT16) 

FTH1 Face width at eyebrow (FT17) FTH2 Right eyebrow height (FT18) 

FTH3 Left eyebrow height (FT19) FTH4 Right eyebrow width (FT20) 

FTH5 Left eyebrow width (FT21) FTH6 Between eyebrow distance (FT22) 

FTH7 Eyeline to right eyebrow (FT23) FTH8 Eyeline to left eyebrow (FT24) 

Profile distance measures 

Permanent horizontal distances 

PH1 Nose width (P9 – P8) PH2 Outer eye to rear nose (P8 – P7) 

PH3 Front ear to outer eye (P7 – P6) PH4 Ear width (P6)  

Permanent vertical distances 

PV1 Chin to mouth (P5 – P4) PV2 Mouth to nose base (P4)  

PV3 Nose base to nose tip (P1) PV4 Nose tip to outer eye (P2 – P1) 

PV5 Outer eye to upper ear (P3 – P2) PV6 Nose height (P10) 

Transient distances 

PVT1 Top of head to upper ear (PT12 – P3) PHT1 Eyebrow width (PT11) 
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Tables 2 - 9: Squared Euclidean distances from the eight probes to their 

respective targets in the database, to the nearest distracter as well as the number of 

database cells with pairs of different faces closer in distance than that between probe and 

target. Also provided are the minimum, maximum and mean (SD) distances between any 

two different faces on the database. Probes marked with one, or two stars indicate 

passing respectively the primary; and secondary, criteria for a match. The number of 

perceptual similarity matches from the probe to the closest distracter is also included.  

 

Table 2: All14 full-face angular measurements 
Probe No. 1 2 3* 4 5* 6** 7* 8 

Distance to Target 5.69 6.99 3.54 4.00 3.97 1.49 1.96 5.87 

Database cells closer 

in distance 
31 63 8 10 9 0 2 37 

Distance to closest 

distracter 
4.85 4.25 6.00 3.95 4.25 4.40 5.44 5.81 

Similarity matches 7 3 0 3 5 0 1 0 

  Max 125.91 Min 1.91 M 28.00 SD 17.71  
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Table 3: All 15 full-face permanent distance measurements 

Probe No. 1 2** 3* 4* 5 6** 7** 8** 

Distance to Target 6.88 2.65 10.03 3.25 5.37 0.89 2.27 1.57 

Database cells closer 

in distance 
18 0 97 2 7 0 0 0 

Distance to closest 

distracter 
6.13 13.00 10.82 6.71 4.48 5.62 8.13 4.39 

Similarity matches 4 4 11 3 7 3 7 0 

  Max 138.66 Min 2.77 M 30.00 SD 15.63  
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Table 4: All25 full-face permanent and transient distance measurements 

Probe No. 1* 2** 3* 4* 5* 6** 7** 8* 

Distance to Target 12.62 3.21 18.75 9.45 12.51 5.65 4.28 7.78 

Database cells closer 

in distance 
16 0 44 1 4 0 0 1 

Distance to closest 

distracter 
16.10 21.67 20.75 16.57 13.42 16.51 13.28 13.86 

Similarity matches 0 4 11 10 2 7 0 13 

  Max 151.14 Min 6.89 M 50.00 SD 21.26  
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Table 5: All 39 full-face angular and distance measurements  

Probe No. 1* 2** 3* 4** 5** 6** 7** 8** 

Distance to Target 18.32 7.46 22.29 13.45 16.48 7.14 6.24 13.65 

Database cells closer 

in distance 
1 0 4 0 0 0 0 0 

Distance to closest 

distracter 
28.17 33.98 29.49 21.46 26.96 26.08 26.01 27.97 

Similarity matches 1 4 0 3 5 7 7 13 

  Max 241.71 Min 16.86 M 78.00 SD 32.41  
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Table 6: All11 profile angular measurements  

Probe No. 1 2 3 4 5* 6* 7 8* 

Distance to Target 3.93 4.44 11.16 2.33 1.34 3.87 1.45 1.89 

Database cells closer 

in distance 
53 49 544 17 4 53 5 7 

Distance to closest 

distracter 
1.96 3.86 5.80 1.84 4.22 5.78 0.83 9.87 

Similarity matches 4 3 0 1 0 7 10 1 

  Max 120.34 Min 0.70 M 22.00 SD 13.99  
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Table 7: All 10 profile permanent distance measurements  

Probe No. 1* 2 3** 4* 5* 6* 7 8 

Distance to Target 5.02 5.19 1.89 2.65 2.85 4.87 1.89 5.22 

Database cells closer 

in distance 
71 79 0 9 11 70 1 75 

Distance to closest 

distracter 
6.34 3.78 2.58 7.11 4.84 24.20 1.80 3.66 

Similarity matches 0 3 0 3 0 4 1 2 

  Max 66.85 Min 1.89 M 20.00 SD 10.67  
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Table 8: All 23 profile measurements   

Probe No. 1* 2* 3* 4** 5** 6* 7** 8* 

Distance to Target 9.02 11.22 13.24 5.29 4.96 9.33 3.91 8.37 

Database cells closer 

in distance 
7 20 35 0 0 9 0 6 

Distance to closest 

distracter 
16.92 18.11 19.71 14.38 10.91 30.92 16.09 21.80 

Similarity matches 1 4 1 2 0 7 10 1 

  Max 172.53 Min 5.35 M 46.00 SD 20.87  
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Table 9: All 62 full-face and profile angular and distance measurements 

Probe No. 1** 2** 3** 4** 5** 6** 7** 8** 

Distance to Target 27.34 18.69 35.53 18.75 21.44 16.47 10.15 22.02 

Database cells closer 

in distance 
0 0 0 0 0 0 0 0 

Distance to closest 

distracter 
45.09 65.55 69.03 44.80 44.58 57.00 54.16 67.72 

Similarity matches 1 3 0 3 2 7 7 1 

  Max 278.96 Min 36.43 M 124.00 SD 39.49  
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Figure 1: Locations of full-face (anterior) landmarks: Common names given in DigitalFace instructions 

(with anatomical definitions). Note: right and left locations are from the perspective of the viewer 
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1. Right inner eye (r endocanthian) 2. Left inner eye (l endocanthian) 3. Right pupil centre 4. 

Left pupil centre 5. Right outer eye (r exocanthian) 6. Left outer eye (l exocanthian) 7. Right 

outer ear (r postaurale) 8. Left outer ear (l postaurale) 9. Right most outer point of nasal area (r 

alare) 10. Left most outer point of nasal area (l alare) 11. Right outer mouth (r cheilion) 12. Left 

outer mouth (l cheilion) 13. Top of upper left lip (l superior labiale) 14. Right edge of face at 

upper lip line 15. Left face edge at upper lip line 16. Centre of left nostrum (l supra subalare) 17. 

Right edge of face at nostril line 18. Left face edge at nostril line 19. Nose base (subnasale)  20. 

Centre of mouth (stomion) 21. Lower lip base (inferior labiale) 22. Chin (gnathion) 23. Right ear 

top (r superaurale) 24. Right ear base (r subaurale) 25. Left ear top (l superaurale) 26. Left ear 

base (l subaurale) 27. Hair line at forehead midpoint (trichion) 28. Right eyebrow top (r 

superciliare) 29. Right face edge on eyebrow top line at hair contact 30. Left face edge on 

eyebrow top line at hair contact 31. Right eyebrow base (r orbitale superious) 32. Left eyebrow 

top (l superciliare) 33. Left eyebrow base (l orbitale superious) 34. Right inner eyebrow 35. 

Right outer eyebrow (r frontotemporale) 36. Left inner eyebrow 37. Left outer eyebrow (l 

frontotemporale) 38. Highest point on head (vertex). 
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Figure 2: Locations of profile facial landmarks: Anatomical definitions and common 

names given in instructions to DigitalFace 

 

 

 

 

 

 

 

 

 

 

 



 FACIAL COMPARISON 
 

 34

1. Nose base (subnasale) 2. Ear base (subaurale) 3. Nose tip (pronasale) 4. Outer eye 

(exocanthian) 5. Ear top (superaurale) 6. Mouth corner (cheilion) 7. Chin (gnathion) 8. Ear rear 

(postaurale) 9. Front of ear, point of attachment of ear lobe to cheek (otobasion infrious) 10. 

Most lateral point of the curved part of the nose alar (alar curvature) 11. Deepest landmark at the 

top of the nose (sellion) 12. Prominent midpoint of eyebrows (glabella) 13. Outer eyebrow 

(frontotemporale) 14. Highest point on head (vertex) 
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Figure 3: Permanent and transient (marked with a T) distance measures produced by 

DigitalFace in full-face view 
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Permanent horizontal distances (see Figure 1 for key to landmark numbers) 
F1 Distance between inner eyes (1 – 2) F2 Nose width (9 – 10)  
F3 Mouth width (11 – 12) F4 Inter-pupil distance (3 – 4) 
F5 Distance between outer eyes (5 – 6) F6 Face width at upper lip height (14 – 15) 
F7 Face width at nostril height  (17 – 18) F8 Distance between outer ears (7 – 8) 
Permanent vertical distances  
F9 Eye line to nose base (1/2 – 19) F10 Eye line to upper lip (1/2 – 13) 
F11 Eye line to mouth centre (1/2 – 20) F12 Eye line to lower lip (1/2 – 21) 
F13 Eye line to chin (1/2 – 22) F14 Right ear height (23 - 24) 
F15 Left ear height ( 25 - 26)   
Transient distances  
FT16 Eye line to hairline (1/2 – 27) FT17 Face width at top eyebrow (29 – 30) 
FT18 Right eyebrow height  (28 - 31) FT19 Left eyebrow height (32 - 33) 
FT20 Right eyebrow width (34 - 35) FT21 Left eyebrow width (36 - 37) 
FT22 Distance between eyebrows (34 - 36) FT23 Eye line to right eyebrow (1/2 – 31) 
FT24 Eye line to left eyebrow  (1/2 – 33) FT25 Eye line to top of head (1/2 – 38) 
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Figure 4: Permanent and transient (marked with a T) distance measures produced by DigitalFace in 

profile view 

 

 

 

 

 



 FACIAL COMPARISON 
 

 38

 

Permanent vertical distances (see Figure 2 for key to landmark numbers) 
P1 Nose/ear base line to nose tip (1/2– 3) P2 Nose/ear base line to eye (1/2–4) 
P3 Nose/ear base line to top ear (1/2–5) P4 Nose/ear base line to mouth (1/2 – 6) 
P5 Nose/ear base line to chin (1/2 – 7)   
Permanent horizontal distances 
P6 Ear width (8 – 9) P7 Rear of ear to outer eye (8 – 4) 
P8 Rear of ear to rear of nose (8 – 10) P9 Rear of ear to nose tip (8 – 3) 
P10 Nose height (3 – 11)   
Transient distances 
PT11 Eyebrow width (12 – 13)  PT12 Nose/ear base line to head (1/2 – 14) 
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Figure 5: Full-face angular measurements computed by DigitalFace  
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Angle Connecting lines (see Figure 1 for key to landmark numbers) 

A 2 (left inner eye) - 26 (left ear base) - 22 (chin) 

B 12 (left mouth) - 6 (left outer eye) - 19 (nose base) 

C 6 (left outer eye) - 12 (left mouth) - 25 (left ear top) 

D 12 (left mouth) - 2 (left inner eye) - 26 (left ear base) 

E 25 (left ear top) - 22 (chin) - 26 (left ear base) 

F 2 (left inner eye) - 12 (left mouth) - 6 (left outer eye) 

G 11 (right mouth) - 22 (chin) - 12 (left mouth) 

H 5 (right outer eye) - 19 (nose base) - 6 (left outer eye) 

I 11 (right mouth) - 1 (right inner eye) - 24 (right ear base) 

J 1 (right inner eye) - 11 (right mouth) - 5 (right outer eye) 

K 11 (right mouth) - 5 (right outer eye) - 19 (nose base) 

L 5 (right outer eye) - 11 (right mouth) - 23 (right ear top) 

M 1 (right inner eye) - 24 (right ear base) - 22 (chin) 

N 11 (right mouth) - 22 (chin) - 24 (right ear base) 
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Figure 6: Profile angular measurements computed by DigitalFace  
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Angle Connecting lines (see Figure 2 for key to landmark numbers) 
A 7  (chin) - 3 (nose tip) - 11 (top of nose) 
B 2  (ear base) - 3 (nose tip) - 7 (chin) 
C 2  (ear base) - 3 (nose tip) - 11 (top of nose) 
D 3  (nose tip) - 11 (top of nose) - 10 (rear nose) 
E 2  (ear base) - 11 (top of nose) - 6 (mouth 

corner) 
F 2  (ear base) - 11 (top of nose) - 3 (nose tip) 
G 3 (nose tip) - 11 (top of nose) - 2 (ear base) 
H 4  (outer eye) - 2 (ear base) - 5 (top of ear) 
I 3  (nose tip) - 2 (ear base) - 4 (outer eye) 
J 3  (nose tip) - 2 (ear base) - 7 (chin) 

K 2  (ear base) - 7 (chin) - 3 (nose tip) 
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Annex 1 

Orthogonal distance between a point and a line 
 
To calculate the distance between a point and the nearest point to it on a straight line 
 

 
If coordinates of the points in the above diagram are: 

 
1 = x1y1 
2 = x2y2 

 3 = xtyt 
 4 = xuyu 
 
First generate equations for the lines of the form y = mx + c: 
 
Line 12:  
 

ma = (y2 - y1)/(x2 - x1) 
 Ca = y1 - ma x1 
 
Line 34: 
 

mb = -1/ma  
 Cb = yt - mbxt 
 
At 4: 
 xa = xb = xu and ya = yb = yu 
 
So: 
 maxu + Ca = mbxu + Cb 
 maxu - mbxu = Cb - Ca 

xu(ma - mb) = Cb - Ca 
xu = (Cb - Ca)/(ma - mb) 
yu = maxu + Ca 

 
D = √((xu - xt)2 + (yu - yt)2) 


